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Resumo: 

Unmanned Air Systems (UASs) have large and still increasing employment in many areas, such as 
military applications, industry, agriculture, entertainment etc. Inserted in this state of the art scope, this 
thesis presents two parts with solutions that will match many UASs autonomous missions.  

Firstly, it is proposed an algorithm, using Model Predictive Control, for UAS applications in search 
and rescue autonomous missions. Search and Rescue (SAR) is one of the most prominent areas for the 
employment of UASs, in place of a manned mission. In this part, a real-time path-planning solution, using 
multiple cooperative UASs for SAR missions, is proposed. The technique of Particle Swarm Optimization is 
used to solve a Model Predictive Control (MPC) problem, that aims to perform search in a given area of 
interest, following the directive of international standards of SAR. A coordinated turn kinematic model for 
level flight, in the presence of wind, is included in the MPC. The solution is fully implemented to be 
embedded in the UAS on-board computer with DUNE, an on-board navigation software. The performance 
is evaluated using Ardupilot’s Software-In-The-Loop, with JSBSim flight dynamics model simulations. 
Results show that, when employing three UASs, the group reaches 50% Probability of Success, 2.35 times 
faster than when a single UAS is employed.  

The other part of this Thesis develops a method for direct georeferencing of images, gotten from 
optical sensors aboard the UAS. Optical image sensors are the most common remote sensing data 
acquisition devices present in Unmanned Aerial Systems (UASs). In this context, assigning a location in a 
geographic frame of reference to the acquired image is a necessary task in the majority of the applications. 
This process is denominated direct georeferencing when ground control points are not used. The complete 
direct georeferencing process involves much information, such as camera sensor characteristics, mounting 
measurements, attitude and position of the UAS, among others. In addition, there are many rotations and 
translations between the different reference frames, among many other details, which makes the whole 
process a considerable complex operation. Another problem is that manufacturers and software tools may 
use different reference frames, posing additional difficulty when implementing the direct georeferencing. In 
order to supply this demand, this research presents a comprehensive method for direct georeferencing of 
aerial images, acquired by cameras mounted on UAS, where all the required information, mathematical 
operations and implementation steps are explained in detail. Finally, in order to show the practical use of 
the method and to prove its accuracy, both simulated and real flights were performed, where objects of the 
acquired images are direct georeferenced. 
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